Offline Reinforcement Learning with Reverse Model-based Imagination
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Reverse Offline Model-based Imagination

Reverse Imagination VS

Distributionql shift is one of the m.ain challenges in offline RL.. . . = The optimal policy requires a composition of multiple trajectories in the offline dataset. Forward Imagination
To address this problem, recent offline RL methods attempt to introduce conservatism bias. = Forward imaginations potentially discover a better policy outside the offline dataset, but may
also lead to undesirable regions consisting of fake high-value states due to overgeneralization Table 3: Ablation study about ROMI with model-based imagination. Delta equals the improvement
Examples: errors. of ROMI-BCQ over BC(Q) on the normalized return metric.
Model-free methods: BCQ, BEAR, BRAC, CQL, ... = Reverse imaginations generate possible traces leading to target goal states ( @ ) inside the Dataset type | Environment ROMI-BCQ (ours) | FOMI-BCQ | BCOQ (base) | Delta
= Encode the bias into policy or value functions by using conservative regularizations or specially offline dataset, which provides a conservative way of augmenting the offline dataset. sparse maze2d-umaze 139.5 + 3.6 8.1 + 155 | 41.1 = 7.6 | 984
designed network structures. Reverse model: sparse maze2d-medium 82.4 + 15.2 93.6 £ 413 | 9.7 £ 142 | 727
. : . — : spars aze2d-l: 83.1 + 22.1 25 + 0.0 | 383 £ 104 | 44.8
= Constrained policy search can limit the generalization beyond the offline dataset. p(s,r|s’,a) = p(s|s’,a)p(r|s’, a,s) = T, (s|s",a)p(r|s, a) . S e 083 & 5 07 £ 00 | 370 & 53 | 613
L _ —loc? / dense maze2d-medium 102.6 £ 32.4 64.7 £ 370 | 379 £+ 4.5 64.7
m(9) (S,Q,T,SE)NDW[ 08Py (5,75, @) dense maze2d-large 124.0 + 13 07 + 7.0 | 798 + 122 | 442
Reverse policy: fixed antmaze-umaze 68.7 £ 2.7 795 £ 25 | 753 £ 13.7 | -66
. G ti dels: diti | VAE play antmaze-medium 353+ 13 26.2 + 5.5 0.0 35.3
er\era ve mo €l5: conditiona . play antmaze-large 20.2 + 148 12.0 + 3.3 0.0 20.2
=  Uniform policy. diverse antmaze-umaze 61.2 £ 33 668 = 35 | 493 =99 | 119
Combination with model-free algorithms: d::wf:r&-;-ﬂ antmaze-medium 273 + 39 IE.:_‘; + 2.1 0.0 27.3
diverse antmaze-large 41.2 + 4.2 17.8 + 2.1 0.0 41.2

= ROMI provides informed data augmentation to extend the offline dataset.
= Since the reverse rollout policy is agnostic to policy learning, ROMI can be combined with any
model-free offline RL algorithm

Dataset trajectory BCQ’s execution path

Model-based methods: MOPO, MORel, Repb-SDE, ...

=  First learn a forward dynamics model from the offline dataset with conservatism quantifications, and
then generate imaginary trajectories on high confidence regions to extend the offline dataset.

=  Conservatism quantifications often suffer from overgeneralization and mislead forward model-based
imaginations to undesired areas.

Table 1: Performance of ROMI and best performance of prior methods on the maze and antmaze
domains, on the normalized return metric proposed by D4RL benchmark [ 18]. Scores roughly range
from O to 100, where () corresponds to a random policy performance and 100 corresponds to an expert
policy performance. med is short for medium.
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Environment BC ROMI-BCQ MF MB
sparse-maze2d-umaze 3.2 | 1395 + 36 635.7 + 6.QBEAR 76.4 + 192-0MBO
sparse-maze2d-med 0.5 | 824 £ 152 | 70.6 £ 3438845 | f8.5 + R3.p-UMBU o , ,
sparse-maze2d-large | -1.7 | 83.1 + 22.1 | 8L0 + 653%EAR | 141 4 10.7€0MBO ROMI-BCQ's imagination ROMI-BCQ's execution path
dense-maze?d-umaze -6.9 98.3 + 25 51.5 + §.2BRACy 943 + 13-6'?‘“"]“"“"”'5
dense-maze2d-med 27 | 1026 £ 324 | 41.7 £ 2.08M- 84.2 + 95°0MBO
dense-maze2d-large -0.3 124 + 1.3 133.0 = 25.5BEAR 36.8 £ 12.4M0F0
fixed-antmaze-umaze 820 | 687 + 2.7 75.3 + 13.78CQ 80.3 + 18§.5-0MBO :
Falled play-antmaze-med 0.0 353 + 1.3 1.7 £+ 1.08AlL 0.0
play-antmaze-large 0.0 | 20.2 + 148 2.2 + 1380 (0.0
MOPO’s model-uncertainty MOPO’s imagination MOPQ’s execution path diverse-antmaze-umaze | 47.0 | 61.2 £ 3.3 | 54.0 = 15.0° | 573 £+ 33.6°°MB0
. . . 5 diverse-antmaze-med 0.0 | 273 + 39 61.5 + 10.0°°- 0.0
How to enable conservative generalization: diverse-antmaze-large | 0.0 | 412 £ 42 | 1.0 + 0.98AL 0.0

Table 2: Performance of ROMI and best performance of prior methods on Gym-MuJoCo tasks.

¥ Goal Environment BC | ROMI-CQL MF MB FOMI-BCQ’s imagination FOMI-BCQ’s execution path
State Space random-walker2d 0.0 | 7.5 £ 200 | 1L1 £+ 88754 7.050MB0
P random-hopper 09 | 302 + 44 | 31.4 £ 0169 | 317 + (] Repb-SDE e
half . _ 5 . COL COMBO
O Offline Dataset random-halfcheetah 0.1 24.5 + 0.7 196 + 1.2 38.8
medium-walker2d 417 | 843 + 1.1 | 83.8 + 0.2°QL | 853 + 2.2 Repb-sDE =  We show that reverse imaginations could
Fake High-Value States medium-hopper 400 | 723 = 17.5 | 666 = 4,12 95,4 MOReL enable conservative generalization.
o Withi Datacet medium-halfcheetah 392 | 49.1 £ 0.8 | 49.0 + 040 69.5 + (.pMOUPD = ROMI provides a novel bidirectional learning
_— rajectory Within Datase _ — : ; — - -
medium-replay-walker2d | 2.2 | 109.7 + 9.8 | 88.4 + 1.1°9 | 83.8 + 7.6 Rep>SDE paradigm for offline RL. |
9 Forward Imagination mﬂdium—replﬂ}'—hnpper %1 081 + 2.6 970 + (.8 L-'[_]L 03 6 MOReL u We show that ROMI could achieve better or
medium-replay-halfcheetah | 25.6 | 47.0 + 0.7 | 46.4 + 030 68.2 + 3.2 MOPO comparable performance to state-of-the-art
L - — baselines.
o—>@ Reverse Imagination medium-expert-walker2d | 73.4 | 109.7 £ 53 | 109.5 £ 0.1°% | 1112 + (.2 Repb-SDE
I 1 Poli medium-expert-hopper 36.0 | 1114 + 5.6 | 106.8 + 2952 111.] -oMBO
An Example Optimal Policy medium-expert-halfcheetah | 39.7 | 86.8 + 19.7 | 90.8 + 5.6°0L 95,6 MOReL
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